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Abstract. In the midst of a pandemic, online-based learning is implementing education throughout the world to keep teaching
and learning running, the application of e-learning is also a mainstay to protect and prevent virus transmission. The purpose of our
research is to find algorithms with high performance and classification, and to find problems in processing large data that have a high
degree of accuracy by testing several algorithms contained in machine learning, namely Support Vector Machine-(SVM), neural
network-(NN), Nave Bayes-(NB) and Decision Tree-(DT). The results of the algorithm that we tested, Support Vector Machine-
(SVM) is the flagship that has the highest level. In addition, the advantages of Support Vector Machine-(SVM) are also found in
classification modeling, because Support Vector Machine-(SVM) has a better and clearer mathematical concept than other methods.
In this research, it is very important before making predictions or classifying algorithms for testing algorithms on machines that
study so that algorithms that have superior performance can be found, as in this study we find Support Vector Machine- (SVM)
as an algorithm that has a level performance contribution high and has a good classification. Keywords : Comparion, Machine
Learning, Prediction.

INTRODUCTION

Early predictions of student achievement,e-learning is a valuable resource for enhancing learning [1]. The Covid
19 pandemic makes e-learning or online-based learning an obligation for educational institutions around the world,
because Elearning has is the obligation of all educational institutions such as schools, colleges and universities in
the country and around the world due to the COVID-19 pandemic [2]. The method and process of learning by e-
learning is very powerful. The power of this online learning mode can save us from this difficult time because there
are many online tools available that are effective and efficient. Teachers can use a combination of audio, video,
and text to reach their students [3]. This situation is challenging for education systems around the world and forces
educational institutions to switch to onlinebased teaching modes [4]. Understanding e-Learning is important, so is
the typology of students participating in this trend with increasing dedication [5]. One of the LMS that can be used
to support online learning is Moodle, as has been implemented in several universities [6]. So thate-learning plays
a major role in supporting student activities to continue to do online learning that is supported by the internet [7].
Therefore, during the pandemic, students are required to study at home using the e-learning method, the application
of e-learning thus becomes an alternative technique that empowers students to be more active [8]. Because elearning
can provide greater convenience to choose tutor-led or self-study courses and support them to study anytime and
anywhere. However, one of the drawbacks of using e-learning is that it reduces the need for face-to-face interaction
with friends [9]. So making predictions or evaluating on online learning systems is very important to determine the
success of learning for students [10]. Our main research objective is to obtain the results of the level of accuracy
in predicting student achievement using several algorithms in machine learning. Because study machine learning-
(ML) represents an automatic model (or pattern) extraction of data. All techniques in machine learning must begin
with data [11]. The method is compared with several algorithms, as well as looking to compare which algorithm
has a higher level of accuracy. And this research also aims to identify and classify data from student activities
that are stored following learning of e-learning. In this study, We tried to use machine-learning (ML) to get an
early predictive model of student performance in completing tasks on the LMS, simply by-analyzing the resulting
LMS logs files up to the time of the prediction of elearning. To get accurate results and identify the big data we
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have, we have problems in making decisions so that if this big data is not handled properly, it can give incorrect
results. Therefore, the approach to our research is the algorithm that is in machine learning, therefore to solve these
problems it is very important we use the algorithms found in machine learning. Because machine learning can take
advantage of structural patterns of data that define certain labels on observations it is known as classification because
classifying data sets can solve some problems in data set classification [12]. In addition, machine learning capabilities
also give machines access to large amounts of data and allow them to repeatedly perform complex mathematical
calculations and improve decision support, providing a greater and faster boost [13]. Additionally machine learning is
a major area of interest in the field of artificial intelligence [14]. Classifier performance appraisal is a task that can be
challenging for pattern recognition, although classification knowledge is the most popular metric in the field of pattern
recognition, therefore classification performance is easily evaluated unconditionally multiple metrics [15]. To get
results from student achievement levels, in conducting our tests we combined several algorithms in machine learning
to find a higher level of accuracy, including the Nave Bayes (NB) algorithm, the Decision Tree (DT) algorithm, the
Support Vector Machine (SVM) algorithm, and the Neural Network-(NN) algorithm. In addition to finding the level
of accuracy, this study is also to provide a comprehensive picture to find out the performance of each algorithm that
we tested on each of the algorithm taps. From the test results we find the results of an algorithm that has a higher
level of accuracy with a higher performance, namely support vector machine, because support vector machine(SVM),
comparatively outperforms other algorithms in terms of increasing time and having an increase minimal error rate (17).
besides Support Vector Machines-(SVM) has implications for many technical advantages which help in analyzing
real-time learning analysis [16]. However, the support vector machine-(SVM) has a weakness in managing very large
amounts of data, so to overcome this problem we will try to use the Smoth Support Vector Machine-(SSVM) method
which is a new classificationtechnique [17].

RESEARCH METHODS

This study relies on log activity data contained in the Moodle e-learning of LMS collected by the author in the even
semeseter of 2020 as a sample of 400 users. The approach to the methodology that we use is a combination of several
methods in machine learning, including the Nave Bayes(NB) algorithm, the Decision Tree(DT) algorithm, the Support
Vector Machine(SVM) algorithm, and the Neural Network-(NN) algorithm. In this study, the research data wastaken
through the Science Web database which was recorded from the log of student activities in conducting online teaching
and learning activities. The research methodology chosen for this research is systematic. There are several stages of
research that are carried out, namely identifying problems, searching for literature studies, collecting data, analyzing
and writing the results of the conclusions can be seen in the image below:

Identifying Problems

One of the biggest problems with the application of machine learning that we apply lies in the fact that some decision
results that are generated based on various inputs are considered too complex to be described correctly. So based
on this problem, machine leaning can design algorithms by selecting knowledge from data based on principles and
computations.

Systematic Literature Review (SLR)

The next stage is the Systematic Literature Review, the literature is a secondary study carried out by mapping, identi-
fying, evaluating in depth, combining, and collecting the results of the main study on a specific research subject [14].
Therefore SLR becomes a standard Literature Review to obtain answers by conducting a literature review based on
previous studies.
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FIGURE 1. Research methodology.

Collecting Data

We obtained data from student teaching and learning activities from the activity log contained in the LMS-Moodle
facility, we downloaded and saved the data and we grouped them one by one with a sample of 700 students who
attended lectures with e-leaning. And here we attach the student activity log to the Moodle LMS, which can be seen
in the image below:

TABLE I. Log Activity From LMS 2020.

Activity Log name
Gender Grades report Quiz exam Quiz Forum Assigment Chat Message File Total Login height

Analyza Data

Data analysis is an important part of conducting research, step by step we are doing the data analysis that we tested is
the data obtained is categorized by the problem and made in the form of a systematically arranged table that makes us
a research to see patterns that are related to other data.

Result

The algorithms we use in machine learning are useful for solving problems, the results of the calculations in our
research will serve as benchmarks in predicting the success rate of student achievement in e-learning, so with machine
learning, we can process and analyze large and complicated data with a very short time.
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Conclusion

The conclusion of this study is that we compare several algorithms contained in machine learning, which algorithm
has a level of accuracy in predicting the success rate of student learning with e-learnin, because machine learning
works by learning from data to improve performance on a machine or system.

TESTING THE CALCULATION RESULTS OF SEVERAL ALGORITHMS

Here we describe the results of the calculations of some of the algorithms that we tested

Processing results calculated by Support Vector machine

From the management of Support Vector Machine calculations from confusion matrix can be visited in table 3.With
a True Positive- (TP) score of 256 which will be classified as 1 afterwards with predictions calculated by Neural
Network- (NN), and the total value is False-Negative 65 data will be predicted with 1 but 2, after that the number of
True-Negative results with the number of 6 data which is used for 2 is in accordance with the prediction, and False-
Positive with a total of 75 data which is predicted to be 2 but becomes 1. then The value of the accuracy that has been
calculated by the Support Vector Machine is 82.25%, while the AUC has a value of 85.80 and for details can be seen
in Table 2.

TABLE II. Result of Calculation and data Examiner (2021)
Classification Predicted-Class

Class for 1 class for 2
class for 1 256 65
class for 2 6 73

Processing results calculated by Neural Network

From the management of Neural Network calculations from confusion-matrix can be visited in table 3.With a True
Positive- (TP) score of 229 which will be classified as 1 afterwards with predictions calculated by Neural Network-
(NN), and the total value is False-Negative 51 data will be predicted with 1 but 2, after that the number of True-
Negative results with the number of 33 data which is used for 2 is in accordance with the prediction, and False-Positive
with a total of 87 data which is predicted to be 2 but becomes 1. then The value of the accuracy that has been calculated
by the Neural-Network is 79.00%, while the AUC has a value of 81.50 and for details can be seen in Table 3.

TABLE III. Result of Calculation and Data Examiner (2021)
Classification Predicted-Class

Class for 1 class for 2
class for 1 229 51
class for 2 33 87

Processing results calculated by Naïve Bayes-(NB)

From the management of Naïve Bayes calculations from confusion-matrix can be visited in table 3.With a True
Positive- (TP) score of 251 which will be classified as 1 afterwards with predictions calculated by Neural Network-
(NN), and the total value is False-Negative 80 data will be predicted with 1 but 2, after that the number of True-
Negative results with the number of 11 data which is used for 2 is in accordance with the prediction, and False-Positive
with a total of 58 data which is predicted to be 2 but becomes 1. then The value of the accuracy that has been calculated
by the Naïve Bayes is 77.25%, while the AUC has a value of 75.70 and for details can be seen in table 4:
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TABLE IV. Result of Calculation and Data Examiner (2021)
Classification Predicted-Class

Class for 1 class for 2
class for 1 251 80
class for 2 11 58

Processing result calculated by Decision Tree-(DT)

From the management of Decision Tree calculations from confusion-matrix can be visited in table 3.With a True
Positive- (TP) score of 255 which will be classified as 1 afterwards with predictions calculated by Decision Tree, and
the total value is False-Negative 70 data will be predicted with 1 but 2, after that the number of True-Negative results
with the number of 7 data which is used for 2 is in accordance with the prediction, and False-Positive with a total
of 68 data which is predicted to be 2 but becomes 1. then The value of the accuracy that has been calculated by the
Decision Tree is 80.75%, while the AUC has a value of 75.20 and for details can be seen in table 5:

TABLE V. Result of Calculation and Data Examiner (2021)
Classification Predicted-Class

Class for 1 class for 2
class for 1 255 70
class for 2 7 68

EVALUATION RESULTS COMPARISION OF SEVERAL ALGORITHMS THAT HAVE
BEEN TESTED WITH CALCULATION

For details, the results of the testing of several algorithms that we did to get 4 algorithms were accurate, namely Neural
Network Support, Vector Machine, Naive Bayes and Decision Tree, for details, please visit table 6.

TABLE VI. Comparison Result (2020)
Algorithm Accuracy AUC Classification Result
Support Vector Machine-(SVM) 82.25% 85.80% good classification
Neural Network-(NN) 79.00% 81.50% fair classification
Naïve Bayes-(NB) 77.25% 75.70% fair classification
Decision Tre-(DT) 80.75% 75.20% good classification

CONCLUSION

If you look at table 6, the results of the comparisons of several algorithms that have been tested in performing cal-
culations are the results with the calculation of Support Vector Machine-(SVM) with a score of 82.25% and AUC
of 85.80%, Neural Network-(NN) with a value of 79.00% and AUC 81.50%, Naïve Bayes- (NB) with a score of
77.25% and AUC of 75.20%, and the Decision Tre-(DT) algorithm with a score of 80.75%, and AUC 75.20%, It can
be concluded that from several algorithms that have been tested for calculations, the Support Vector Machine-(SVM)
algorithm has a higher level of accuracy than the Neural Network-(NN), Naïve Bayes- (NB) and Decision Tre-(DT)
algorithms. So it is clear that the advantages of Machine Learning on Support Vector Machine-(SVM) are superior
to other algorithms, because Support Vector Machine-(SVM) is part of a supervised learning models that has a rela-
tionship with data analysis and pattern recognition. Therefore the Support Vector Machine method is to take a set of
input data and then estimate for each given input from the two possible classes to make output. Therefore the SVM
algorithm is to take a set of input data and then estimate for each given input from the two possible classes to make
output. But there are problems with us if in the future we still use the SVM algorithm using large-scale data. So to
solve this problem for our next research, namely with large data, we will develop with Smoth Support Vector Machine
and Reduced Support Vector Machine.
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