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Abstract.
 

The
 

presence
 

of
 

online
 

marketplace
 

nowadays
 

makes
 

people
 

shop
 

via
 

cellphones
 

or
 

laptops
 

effortlessly.
 

Customers
 

are
 able
 

to
 

make
 

transaction
 

process
 

easier.
 

However,
 

many
 

internet
 

users
 

are
 

still
 

hesitant
 

about
 

choosing
 

a
 

marketplace.
 

Some
 

sellers
 still
 

carry
 

out
 

a
 

sale
 

system
 

which
 

leads
 

to
 

customers’
 

dissatisfaction.
 

Therefore,
 

researchers
 

will
 

make
 

a
 

selection
 

of
 

the
 

product
 marketplace
 

based
 

on
 

reviews
 

and
 

comments.
 

Researchers
 

carry
 

out
 

the
 

stage
 

of
 

selecting
 

marketplace
 

products
 

based
 

on
 

an
 opinion
 

or
 

public
 

opinion
 

in
 

the
 

comments
 

column
 

on
 

the
 

online
 

marketplace
 

being
 

used.
 

From
 

the
 

number
 

of
 

comments,
 

samples
 were
 

taken
 

which
 

were
 

processed
 

and
 

grouped
 

into
 

datasets.
 

The
 

researcher
 

classified
 

the
 

data
 

in
 

the
 

form
 

of
 

text
 

by
 

applying
 

the
 Support
 

Vector
 

Machine
 

(SVM)
 

algorithm
 

which
 

would
 

be
 

compared
 

using
 

Particle
 

Swarm
 

Optimization
 

(PSO).
 

After
 

a
 

applied
 to
 

SVM
 

method,
 

it
 

produces
 

a
 

pretty
 

good
 

value,
 

however
 

this
 

value
 

may
 

still
 

increase
 

as
 

compared
 

with
 

PSO
 

optimization.
 

It
 

is
 concluded
 

that
 

by
 

applying
 

the
 

SVM
 

method
 

with
 

PSO
 

optimization
 

the
 

accuracy
 

value
 

is
 

more
 

maximal
 

in
 

processing
 

the
 

dataset
 in
 

the
 

form
 

of
 

text
 

classification
 

in
 

marketplace
 

reviews.
 

The
 

results
 

of
 

testing
 

these
 

data;
 

sellers
 

are
 

able
 

to
 

find
 

out
 

which
 

words
 are
 

related
 

to
 

the
 

sentiments
 

that
 

often
 

appear
 

and
 

have
 

the
 

highest
 

weight.

INTRODUCTION

Currently,
 

many
 

online
 

retailers
 

use
 

third
 

parties
 

(online
 

marketplaces)
 

as
 

an
 

alternative
 

to
 

selling
 

other
 

than
 

their
 website[1].
 

Online
 

trading
 

and
 

online
 

marketplaces
 

are
 

places
 

to
 

make
 

transactions
 

quickly[2].
 

During
 

Covid-19
 pandemic
 

has
 

had
 

an
 

impact
 

in
 

various
 

private
 

sectors,
 

especially
 

in
 

the
 

economic
 

sector.
 

However,
 

in
 

the
 

field
 

of
 electronic
 

commerce
 

(e-commerce),
 

it
 

has
 

incredibly
 

escalated.
 

The
 

revenue
 

of
 

several
 

marketplaces
 

has
 

shown
 

a
 significant
 

increase
 

during
 

the
 

pandemic.
 

It
 

happened
 

because
 

the
 

convenience
 

given
 

to
 

people
 

in
 

shopping.
 

There
 

is
 no
 

need
 

to
 

spend
 

time
 

and
 

energy
 

by
 

visiting
 

the
 

shopping
 

stores.
 

Online
 

shopping
 

demands
 

customers
 

to
 

carefully
 have
 

a
 

look
 

at
 

multiple
 

reviews
 

of
 

a
 

certain
 

product
 

to
 

see
 

the
 

reputation
 

of
 

the
 

stores
 

[3].
 

Nowadays,
 

product
 reviews
 

are
 

very
 

important
 

on
 

e-commerce
 

sites
 

which
 

tend
 

to
 

be
 

a
 

resource
 

in
 

evaluating
 

customer
 

behavior
 

and
 needs[4].
 

The
 

application
 

of
 

technology
 

to
 

the
 

marketplace
 

has
 

attracted
 

the
 

attention
 

of
 

researchers
 

to
 

analyze
 sentiment
 

on
 

reviews
 

from
 

customers.
 

Customers
 

influence
 

changes
 

to
 

new
 

actions
 

and
 

information
 

that
 

must
 

be
 carried
 

out
 

by
 

the
 

marketing
 

department[5].
 

One
 

branch
 

of
 

research
 

in
 

Text
 

Mining
 

is
 

sentiment
 

analysis
 

or
 

called
 opinion
 

mining.
 

The
 

data
 

source
 

used
 

is
 

the
 

difference
 

in
 

sentiment
 

analysis,
 

the
 

level
 

that
 

is
 

often
 

used
 

is
 

sentiment
 analysis
 

at
 

the
 

document
 

level
 

and
 

sentence
 

level[6].
 

According
 

to
 

Nugroho,
 

Crisnanto
 

and
 

Wahana
 

(2015),
 

sentiment
 analysis
 

is
 

one
 

of
 

the
 

computational
 

sciences
 

of
 

various
 

opinions,
 

sentiments
 

and
 

emotions
 

that
 

are
 

expressed
 

in
 the
 

text[7].
 

A
 

research
 

conducted
 

by
 

M.
 

Iqbal
 

Ahmadi
 

(2020)
 

classify
 

positive
 

and
 

negative
 

user
 

reviews
 

on
 

online
 shopping
 

applications
 

using
 

the
 

Support
 

Vector
 

Machine
 

(SVM)
 

method.
 

The
 

result
 

showed
 

that
 

Tokopedia
 

obtained
 the
 

highest
 

accuracy
 

value
 

of
 

90.67%,
 

JD.ID
 

75.33%,
 

Blibli
 

74%,
 

Shopee
 

70%
 

and
 

Lazada
 

69%
 

[8].
 

A
 

research
 by
 

Sharazita
 

Dyah
 

Anggita
 

and
 

Ikmah
 

(2020),
 

having
 

conducted
 

a
 

sentiment
 

analysis
 

based
 

on
 

user
 

opinions
 

about
 ship
 

and
 

delivery
 

services
 

via
 

Twitter.
 

The
 

research
 

was
 

conducted
 

by
 

applying
 

the
 

Naive
 

Baiyes
 

classifier
 

algorithm
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and Support Vector Machine (SVM) optimized with Particle Swarm Optimization (PSO). The results obtained were
an increase in accuracy of 15.11% in the application of PSO-based Naive Bayes while the SVM PSO increased the
highest accuracy by 1.74% [9]. A research conducted by Wajiyono et al (2019), research was conducted by analyzing
the sentiments of Fintech users, especially OVO application. The data were taken from reviews of OVO at Google
Playstore. This research uses the Support Vector Machine and PSO methods which are processed using RapidMiner.
The results of testing the OVO application, it acquires the best accuracy of 82.33%. Therefore, it can be concluded that
OVO review can convince users of the positive comments obtained in the application[10]. According to studies above,
researchers are interested in finding out how to conduct sentiment analysis on reviews in marketplace to determine
whether existing reviews are negative, positive or neutral using the Support Vector Machine (SVM) method compared
to Particle Swarm Optimization (PSO). In this study, SVM is able to process datasets which have been collected and
grouped into positive text and negative text, especially in selecting a text. By using the SVM method compared to
PSO, it is expected to be able to produce high accuracy values in order that the processing of the dataset becomes
stronger and more valid.

RESEARCH METHODS

The method used is a Support Vector Machine which is compared with Particle Swarm Optimization (PSO) to produce
a high degree of accuracy in analyzing sentiment labels in this study. The main principle of using SVM is to find the
best hyperplane that functions as a separator of two classes in the input space. SVM is a machine learning tool that
conducts training using training datasets and generalizes and makes predictions from new data [11]. The Support
Vector Machine is an improved learning classification algorithm for the solution of regression, developed by Vladimir
Vapnik and his group[12]. SVM can generalize relatively invisible cases with the aim of minimizing errors so that it
can predict more accurately in multi-class cases[13]. SVM advantages are high dimensional input space and vector
document space[14]. Meanwhile, Particle Swarm Optimization (PSO) technique is used in the selection of optimal
parameters of the SVM classification used to improve prediction performance[15]. The following is a picture of the
method proposed by researchers designed in the Online Marketplace product review:

FIGURE 1. Proposed Method
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The followings are the process of the stages of research carried out as follows: a). Tokenizazion is a researcher
using Tokenize to separate words or letters from punctuation marks and symbols. b). Stopwards Removal is a word
that is deemed unnecessary in processing review sentiment data, for example if, the, of, or, etc. c). Steamming is the
process of changing the form of words into basic words. This method of changing the form of words into basic words
adjusts the structure of the language used in the steamming process.

RESULT AND DISCUSSIONS

The dataset or training data used in text classification is in the form of marketplace product reviews consisting of
100 positive reviews and 100 negative reviews taken from online sample reviews of several marketplaces. Processed
review data is in the form of a collection of text or sentences separated in the form of text documents. Before being
classified, the data must go through a step-by-step process in order to make the data can be processed properly and
the results can reach maximum accuracy. The followings are the stages of processing the dataset:

a. Preprocessing Tokenization Stage, Stopwords Removal, Stemming data before the data testing process.

FIGURE 2. Data Preprocessing Stage

Some of the processes carried out in Figure 2 are Tokenizazion. Researchers use Tokenize to separate letters from
punctuation and symbols. Stopwards Removal will process conjunctions or connectors that are deemed unnecessary
in processing review sentiment data in the form of comments, for example is, a, the, if, of, or, etc. And Steamming is
the process of changing the form of a previous word into a root word. This method of changing the form of a word
into a root word adjusts the structure of the language used in the stemming process.

b. The results of the experiment testing the dataset using the SVM method. In the first stage the researchers ex-
perimented by testing the data on the Rapidminer application using the Support Vector Machine (SVM) algorithm.
After preprocessing the new data, the method will be tested. In the validation process, it is divided into two frames,
namely Training and Testing. In the training section, researchers use the Support Vector Machine (SVM) algorithm
which is then linked to the Apply Model and Performance in the Testing section. The following is an image of testing
the SVM method using Rapid Miner:

FIGURE 3. Testing Support Vector Machine (SVM)
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The followings are the results obtained when testing data using the SVM method, an accuracy value of 75.92%,
here are the results in the figure:

FIGURE 4. Results of the Accuracy Value

The following is the results of the ROC curve (AUC), the value that is equal to 0.880%, following the results of the
AUC on Rapid Miner:

FIGURE 5. ROC (AUC) curve on SVM

c. After the researcher tested the dataset on the SVM method, it turned out that the accuracy value could still be
improved by using the Particle Swarm Optimization feature (PSO) the following is Main Process of testing the dataset
on the comparison of the SVM method with PSO optimization:

FIGURE 6. Testing Support Vector Machine (SVM) with PSO Optimization

The followings are the results obtained when testing the data by using the SVM method which has been compared
with PSO optimization, the accuracy value is 81.05%, here are the results in the figure:
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FIGURE 7. Results of the Accuracy Vector Machine (SVM) with PSO Optimization

And following the results of the ROC curve (AUC), the value is equal to 0.881%, the results of the AUC on Rapid-
Miner is as follows:

FIGURE 8. ROC (AUC) curve on SVM with PSO

Classification or grouping of data by applying the Particle Swarm Optimization (PSO) method resulted in a value
of 81.05% and an AUC value = 0.881.

TABLE I. Ratio Calculations SVM with PSO

- SVM SVM-PSO
Accuracy 75.92% 81.05%

AUC Value 0.880 0.881

The researchers provide an application to test the model with a different dataset from commented reviews on one
of the online marketplaces that have not been classified. Then, it will be selected on words related to sentiments that
often appear and have the highest weight. Researchers apply it to the Web-based PHP programming language. It can
be seen in the figure below:

The application above will determine the classification based on the sample comments inputted into positive, neg-
ative and neutral groups.

CONCLUSIONS

Classification or grouping of data by applying the Support Vector Machine (SVM) method is able to produce a fairly
good accuracy value and the value of AUC quite sufficient, while the classification or grouping of data by applying the
Particle Swarm Optimization (PSO) method produces a better accuracy values and has increased. It was concluded
that by applying the SVM method and given PSO optimization for maximum accuracy in processing the dataset in
the form of text classification in the marketplace review. From the results of testing these data, it will be able to help
customers in determining a good and trusted marketplace by knowing which words are related to the sentiments that
often appear and have the highest weight.
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FIGURE 9. Marketplace Product Assessment Results
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