Abstract— Indonesia has 13% species of mushroom in the world but there is a very limited study on determining edible or poisonous mushroom. Classification process of poisonous mushroom or not will be easily conducted by learning machine using mining data as one of the ways to extract computer assisted knowledge. Currently, there are three comparisons of the best classification algorithms in data mining, namely: Decision Tree (C4.5), NaïveBayes and Support Vector Machine (SVM). The study method used is experiment with assisted tool of WEKA that has been testing in the comparison of the three algorithms. To conduct the testing, it is used the mushroom data of Agaricus and Lepiota family. The mushroom data were taken from The Audubon Society Field Guide to North American Mushrooms, in UCI machine learning repository. Results of the testing indicate that the C4.5 algorithm has the same accuracy level to the SVM by 100% however, from the speed aspect, process of the C4.5 algorithm is faster than the SVM.
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I. INTRODUCTION

Mushroom is fleshy and edible fruit bodies of several species of fungi members of Basidiomycetes that usually grow in ground surface or substrate of other plants such as straw and wood [1] Indonesia is categorized as one of the agricultural countries and known as the warehouse of prominent mushroom in the world [2]. The number of species of mushroom that has been known until now is less than 69,000 out of the estimation of 1,500,000 species in the world and in Indonesia, there are less than 200,000 species [3]. This million species of mushroom, in general, can be divided into two types, namely edible and poisonous mushrooms. The Family of Agaricus and Lepiota wildly live in the open spaces; both with various shapes, colors, and characteristics which are not known by many people are poisonous. The Family of poisonous Agaricus and Lepiota can cause illness for one who consumes and also can cause death. The Family of Agaricus and Lepiota that are living wildly can be consumed and even used as medicines [4].

In Indonesia, until now (in 2017) based on the google search engine, it is found out two research publications in the field of edible and poisonous mushroom identification and classification. The mushroom identification method that has been done used Naïve Bayes and Voting Feature Interval(VFI5) algorithms with the prediction accuracy of 99,552% and 84.53% [4],[5]. Naïve Bayes is one of classification algorithm and classification is one of the major studies in data mining [6].

According to [7], he expressed that out of the three popular classification algorithms, these algorithms (C4.5, Naïve Bayes, and SVM have been conducted the comparison test for intrusion detection [9]. The C4.5 Algorithm is the easiest algorithm to be implemented in the programming [7], and [8] said that c4.5 is the classification algorithm with the highest accuracy with the lowest level of error. This three are the best classification algorithm because of including in the top tenth the most influencing algorithm in data mining [7],[10]. From previous researchers, it can be seen a limited method in identifying the types of mushroom, one of the identification methods used is VFI15 so that it is necessary for easier and more accurate alternative ways to identify a mushroom, namely algorithm comparison, and data mining.

The popular application of data testing for data mining in Indonesia is Rapid Miner or WEKA (Waikato Environment for Knowledge Analysis). This research is conducted by using an experimental method and assisted tool WEKA. This tool has a small size with faster loading time, with a simple interface and do not require many sources of data in the data processing compared to Rapid Miner. This research aims to find a feasible classification algorithm for edible mushroom.
with the best accuracy and easy to implement. Classification Algorithm

A. C4.5 Algorithm

The C4.5 algorithm is the algorithm used to form decision tree. This algorithm is the very strong and popular classification and prediction methods. The decision tree method changes considerable facts into decision tree that represents rules. A decision tree model consists of a series of rules to divide the numbers of heterogeneous populations into smaller ones, more homogenous by considering the purpose of variables. The purposes of variables commonly are grouped definitely and the decision tree model more direct to probability calculation for each record on the categories or to classify record by grouping into one class [11]. There are two variables used to determine the root of a decision tree, namely entropy and gain values.

The entropy value is obtained from the formula:

$$Entropy(S) = \sum_{i=1}^{n} -P_i \times \log_2 P_i$$  \hspace{1cm} (1)

Notes:
S = group of cases
n = number of S partition
p = Proportion of Si on S

The gain value is obtained from the formula:

$$Gain(S,A) = \text{entropy}(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \times \text{entropy}(S_i)$$  \hspace{1cm} (2)

Notes:
S = groups of cases A = Attributes
n = number of partition of A attributes
$|S_i|$ = number of case in the i partition
$|S|$ = number of case in the S

Attributes with the highest gain value will be selected into the root from the decision tree. In general, to build the decision tree with the C4.5 algorithm will be in the following processes:

(1) Selecting attribute with the highest gain value as the tree root;
(2) Making the branches for each value;
(3) Dividing the cases in to the branches;
(4) Repeating the process for each branch for all cases in the branch having the same class.

The processes in the decision tree are changing the form of data into the three model that can be represented into the rules [11],[12].

B. Naive Bayes algorithm

Naive Bayes is statistic classification model that can be used to predict the probability of membership in a class. Naive Bayes is based on the Bayes theorem having the similar classification capability with the Decision Tree and neural network [7]. Such Naive Bayes is the simplification of the Bayes theorem. The following if the formula of Naive Bayes:

$$P(X|H)=P(H|X)P(X)$$  \hspace{1cm} (3)

Notes:
X : data with unknown class
H : hypothesis of X data, is the specific class
P(H|X) : Probability of H hypothesis based on X conditions X (posterior probability)
P(H) : probability of H hypothesis (prior probability)
P(X|H) : X probability based on the conditions of H hypothesis
P(X) : probability of X

C. Support Vector Machine

Support Vector Machine (SVM) is the learning system which its classification uses hypothesis room in the form of linear function sine a feature space with high dimension. In the SVM concept, it seeks to find out the best separator function (hyperplane) among the limited functions. The best separator of Hyperplane among the two classes can be found out by measuring the hyperplane margin and find out the maximum points. The data in the divider field is called as support vector [5],[12]. In mathematic manner, the main concept of SVM is:

$$\min_{\frac{1}{2}|w|^2}$$  \hspace{1cm} (4)

$$s.t. y_i(x_i.w+b)\geq 1 \geq 0$$  \hspace{1cm} (5)

In which $(x_i.w+b)\geq 1$ for class 1 and $(x_i.w+b)\leq -1$ for class 2, $x_i$ is set data and $y_i$ is the output from the $x_i$ data and w, bare the parameters that are looked for its values. The SVM optimization formulation for the classification cases of two classes is distinguish into linear and non-linear classifications.

II. RESEARCH METHODS

This research will be compare the result to determine which algorithm having the best accuracy by using mushroom dataset. The thinking framework is used as a reference in conducting this research and can be seen in Figure 1, as a proof of hypothesis that the C4.5 algorithm is the best algorithm for identification of edible mushroom compared to other classification algorithms that have been tested and/or used (C4.5, Naive Bayes, VFI5). The dataset used is public data taken from The Audubon Society Field Guide to North American Mushrooms, contributed by Jeff Schlimmer at UCI (https://archive.ics.uci.edu/ml/datasets.html) where there are 8124 data and 22 variables with the nominal data type of 23 species of Agaricus and Lepiota family fungi.

The mushroom classification has 22 attributes that can affect on the classification whether it is edible or poisonous, namely: cap-shape, cap-surface, cap-color, bruises?, odor, gill-attachment, gill-spacing, gill-size, gill-color, stalk-shape, stalk-root, stalk-surface-above-ring, stalk-surface-below-ring, stalk-color-above-ring, stalk-color-below-ring, veil-type, veil-
color, ring-number, ring-type, spore-print-color, population, habitat. The data testing uses machine with atom processor 1.66GHz, memory of 1 GB, and operation system of Ubuntu 15.10.

III. RESULT AND DISCUSSION

Results of the testing using evaluate on training data (Table 1) indicate that the C4.5 and SVM(SMO) algorithm shae better classification accuracy value that the Naive Bayes algorithm. It is required a shorter time for algorithm process than two other algorithms that are tested in this research. The C4.5 algorithm uses shorter time by 0.18 second and faster time of 0.14 second that the SVM(SMO) algorithm and 0.16 second faster than the Naive Bayes algorithm.

<table>
<thead>
<tr>
<th>Classifier output</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C4.5(J48)</td>
</tr>
<tr>
<td>Correctly Classified Instances</td>
<td>100%</td>
</tr>
<tr>
<td>Incorrectly Classified Instances</td>
<td>0%</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>1</td>
</tr>
<tr>
<td>Mean absolute error (MEA)</td>
<td>0</td>
</tr>
<tr>
<td>Root mean squared error (RMSE)</td>
<td>0</td>
</tr>
<tr>
<td>Relative absolute error (RAE)</td>
<td>0%</td>
</tr>
<tr>
<td>Root relative squared error (RRSE)</td>
<td>0%</td>
</tr>
</tbody>
</table>

Results of the testing in the evaluation process of training data and 10-fold cross-validation of C4.5 and SVM (SMO) algorithm are still in the classification accuracy value by 100%, but in the process time aspect, the C4.5 algorithm is better 6.67 seconds faster than the SVM (SMO) algorithm. Moreover, this algorithm also produces a decision tree and eliminates the number of identification variables from 22 to 5 variables. A C4.5 decision tree for edible mushroom identification has five attributes: Odor, Spore-print-color, Gill-size, Gill-spacing, and Population, with this attributes, can be easily applied to computer programming.

IV. CONCLUSION

Comparative classification algorithm testing accuracy in previous data mining has not been done and based on the results of testing of the three best classification algorithms in the data mining. The C4.5 algorithm has the highest accuracy compared to the other two popular classification algorithms, and in terms of processing speed. The decision tree generated by this algorithm can be easily applied to application creation and this algorithm also cuts the number of variables required for identification. For further research, researchers can develop the results of this research into a mobile application equipped with images that make it easier for people to recognize the edible wild mushrooms. Research on the identification of edible mushrooms also can be developed using image processing or compared to other classification algorithm.
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