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Abstract- Opinion is a statement conveyed by a person or  
group of people in addressing a problem by providing predictions 
or expectations about the event. No guarantee that an opinion 
automatically will be true because it is not reinforced by the facts, 
it is subjective, and there is a different opinion about an event. 
Everyone has different views and same rights to express opinions 
or give opinions toward particular event. Public opinion is view 
of someone for certain problem comes out due to prior 
conversation with another person who may have an effect on the 
opinion given. Public opinion comes from a discussion process in 
addressing the problem then lead to a conclusion as a joint 
decision and a shared opinion. One of the media to convey public 
opinion is through social media like twitter. Public opinion about 
the election of West Java governor candidate period 2018-2023 
on twitter was increasingly widespread. There are several 
sentiments emerged for four candidates elected on twitter 
accounts such as Ridwan Kamil-Uu Ruzhanul Ulum, Tubagus 
Hasanuddin-Anton Charliyan, Sudrajat-Ahmad Syaikhu, and 
Deddy Mizwar-Dedi Mulyadi. Therefore, it is necessary to 
classify the sentiments to the existing opinion so that it can be 
predicted in advance which of the governor candidate pair of 
West Java who has more positive and predictable sentiments will 
be elected as governor period 2018-2023. The data used by the 
researchers is tweet in Indonesian Language with keywords 
Rindu, Hasanah, Asyik, 2DM with datasets number is 800 tweets. 
There are many classification techniques commonly used for 
opinion sentiment analysis. This study compares two 
classification techniques namely Support Vector Machine 
Algorithm (SVM) and Naïve Bayes Classifier (NBC). The results 
show that the Algorithm of Naïve Bayes Classifier (NBC) has a 
higher accuracy level of Support Vector Machine (SVM), up to 
94% for Deddy Mizwar-Dedi Mulyadi. 
Keywords: West Java Governor Candidate; Opinion Public; 
Sentiment Analysis; Twitter. 

 
I. INTRODUCTION 

Soon after the registration stages and stipulation of 
governor candidate pair of West Java 2018, a lot people both 

in the real world and cyberspace are discussing the names of 
candidates. The election of West Java Governor will be held in 
June 2018 and the crowd has begun to be felt. The General 
Election Commission (KPU) of West Java officially declared 
four candidates of Governor and Vice Governor for West Java 
2018-2023. This is in line with the results of the plenary 
meeting about the announcement of candidates for governor and 
vice governor election of West Java 2018 in Setia Permana Hall, 
West Java KPU, Garut Street, Bandung, Monday, February 12, 
2018 [1]. [2] According to West Java KPU four candidate pairs 
for Governor of West Java 2018- 2023 are H. Moch. Ridwan 
Kamil, ST, M.UD (Major of Bandung 2013-2018) and H. Uu 
Ruzhanul Ulum, SE (Tasikmalaya Regent 2011-2021), Major 
General (Ret. H. Tubagus Hasanuddin, SE, MM (Vice 
Chairman of House Commission I 2014-2018) and Inspector 
General of Police (Ret. Drs. H. Anton Charliyan Amanah, 
MPKN (West Java Police 2016-2017), Sudrajat (Retired Army 
2005) and Ahmad Syaikhu (Vice Mayor of Bekasi 2013-2018), 
and Deddy Mizwar (Deputy Governor of West Java Period 
2013-2018) and Dedi Mulyadi (Purwakarta Regent 2008-2018). 
The schedule of election for Governor and Vice Governor of 
West Java will take place on 28 June 2018 [2]. Everyone is free 
to argue or give opinion about the candidate of West Java 
Governor 2018 so that raises a lot opinion not only positive or 
neutral but also negative opinion. 

Lately social media become a tremendous trend. The role 
of social media is very influential for the development of the 
current global situation. According to Forrester Research, 75% 
of Internet surfers used Social Media in the second quarter of 
2008 by joining social networks, reading blogs,  or 
contributing reviews to shopping sites, this represents a 
significant rise from 56% in 2007 [3]. Its function currently no 
longer as a medium or means of friendship, looking for 
friends, fans page, self-existence, but has switched the 
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function as a medium of promotion for merchandise products, 
services, even today more than that promote political parties  
or campaigns of Legislative Candidates, Regents, Governor up 
to the President. Just like Facebook, Blackberry Messager 
(BBM), Whatsapp, Line, Youtube, Instagram, Google+, 
Tumblr, Linkedin and even Twitter are widely used ranging 
from ordinary people to among officials. Social media, 
especially Twitter is now a communication tool that is very 
popular among Internet users [4]. The developer of Chirp 
Twitter 2010 at the official conference, the company delivered 
statistics about Twitter's site and users. The statistics say that 
in April 2010, Twitter had 106 million accounts and 180 
million unique visitors every month. The number of Twitter 
users stated continues to increase 300,000 users every day [5]. 
Social media especially Twitter is now one of the places of 
effective and efficient promotion or campaign [4]. 

Sentiments or opinion mining analysis is a computational 
study of people's opinions, behaviors and emotions to the 
entity [6]. The big effects and benefits of sentiment analysis 
led to research and application-based sentiment analysis 
growing rapidly [4]. Even in America there are about 20-30 
companies that focus on sentiment analysis services [7]. 
Classification techniques commonly used for opinion 
sentiment analysis include Naïve Bayes, Support Vector 
Machine (SVM) and K-Nearest Neighbor (KNN) [8]  
Research related to the theory of sentiment analysis has been 
done mainly related to the general election among them are 
Sentimental Causal Rule Discovery From Twitter [8]. 
Sentiment Analysis Of Turkish Political News [9]. Sentiment 
Analysis in Czech Social Media Using Supervised Machine 
Learning [10]. Predicting Political Elections with Social 
Networks (The Case of Twitter in the 2012 U.S. Presidential 
Election) [11]. Analysis Candidates of Indonesian President 
2014 with Five Class Attribute [12]. An Islamic Party in 
Urban Local Politics: The PKS Candidacy in 2012 for Jakarta 
Gubernatorial Election [13]. Ridwan Kamil for Mayor A study 
of a Political Figure on Twitter [14]. Citizens’ Political 
Information Behaviors During Elections On Twitter In South 
Korea: Information Worlds Of Opinion Leaders [15]. 
Estimating Popularity by Sentiment and Polarization 
Classification on Social Media [16]. The Role of Religion and 
Ethnicity in Jakarta’s 2012 Gubernatorial Election [17]. 
Sentiment Analysis of Smartphone Product Review Using 
Support Vector Machine Algorithm-Based Particle Swarm 
Optimization [6]. Opinion Mining of Movie Review using 
Hybrid Method of Support Vector Machine and Particle 
Swarm Optimization [18]. Feature Selection Based On 
Genetic Algorithm, Particle Swarm Optimization And 
Principal Component Analysis For Opinion Mining Cosmetic 
Product Review [19]. Sentiment Classification Of Online 
Reviews To Travel Destinations By Supervised Machine 
Learning Approaches [20]. Implementation of Sentiment 
Analysis Using Naive Bayes Algorithm Against the Election 
of Governor DKI Jakarta On Social Media Twitter [21]. 
Indonesian Presidential Election: Will Social Media Forecasts 
Prove Right? Naïve Bayes Classifier And Vector Machines 

Support For Sentiment Analysis [23]. Sentiment Analysis of 
Governor Candidate of Jakarta Capital City 2017 On Twitter 
[4]. Text Mining on Social Media Twitter Case Study: The 
Quiet Period of DKI Governor Election 2017 Round 2 [24]. 
Twitter Sentiment Analysis Using the Naïve Bayes Method 
(Case Study of Governor Election for DKI Jakarta 2017) [25]. 
Sentiment Analysis About Opinion of DKI Governor Election 
2017 On Indonesian Language Document Using Näive Bayes 
and Emoji Weighting [26]. 

With the increasing need of information organization and 
knowledge discovery from text data, many supervised learning 
algorithms have been used for text classification document. 
Among these methods, Naïve Bayes and Support Vector 
Machines (SVM) are always in the comparison list [27]. 
According to Thorsten Joachims in [27], SVM a 
discriminative classifier is considered the best text 
classification method to date. According to Tom Michael 
Mitchell in [27], Naïve Bayes a generative classifier is 
considered a simple but effective classification algorithm. 
Both have advantages and disadvantages in classification 
techniques. 

In this study, Support Vector Machines (SVM) and Naïve 
Bayes algorithms will be applied as a method of classification 
techniques that researchers use to predict which of the 
candidate pairs who have more positive and predictable 
sentiments will be elected as Governor of West Java period 
2018-2023. The researchers will compare the two algorithms 
to prove which algorithm of both has the best accuracy value 
in sentiment analysis. 

 
II. LITERATURE REVIEW 

 
A. Sentiment Analysis 

Sentiment analysis refers to the general method to extract 
polarity and subjectivity from semantic orientation which 
refers to the strength of words and polarity text or phrases 
[28]. According James Spencer and Gulden Uchyigit in [29] 
Polarity refers to the most basic form, which is if a text or 
sentence is positive or negative. Sentiment analysis aims to 
extract opinions towards a topic generally from textual data 
sources [8]. The sentiment can be found in the comments or 
tweet to provide useful indicators for many different purposes 
[30]. 

 
B. Opinion Mining 

Collecting opinions of people about products and about 
social and political events and problems through the Web is 
becoming increasingly popular every day. The opinions of 
users are helpful for the public and for stakeholders when 
making certain decisions [31]. 

Opinion mining refers to the broad area of natural  
language processing, text mining, computational linguistics, 
which involves the computational study of sentiments, 
opinions and emotions expressed in text [32]. Millions  of 
users share opinions on different aspects of life everyday [33]. 
Several messages express opinions about events, products, and 
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services, political views or even their author's emotional state 
and mood [34]. According to Dave et al. in [35], the ideal 
opinion-mining tool would process a set of search results for a 
given item, generating a list of product attributes (quality, 
features, etc.) and aggregating opinions about each of them 
(poor, mixed, good). 

 
C. Twitter 

Twitter, the most popular micro blogging platform, for the 
task of sentiment analysis [33]. Twitter is a popular micro 
blogging service where users create status messages (called 
"tweets") [7]. Twitter contains an enormous number of text 
posts and it grows every day. The collected corpus can be 
arbitrarily large. Twitter’s audience varies from regular users 
to celebrities, company representatives, politicians, and even 
country presidents. Therefore, it is possible to collect text 
posts of users from different social and interests groups. Users 
represent twitter’s audience from many countries. Although 
users from U.S. are prevailing, it is possible to collect data in 
different languages [33]. 

 
D. Twitter Sentiment Analysis 

Twitter has limited for a small number of words which are 
designed for the quick transmission of information or 
exchange of opinion [29]. Sentiment analysis is a natural 
language processing techniques to quantify an expressed 
opinion or sentiment within a selection of tweets [32]. Also, 
[36] stated that a sentiment can be categorized into two 
groups, which is negative and positive words. 

 
E. Algorithm Support Vector Machine 

SVM is a supervised learning method that analyze the data 
and recognize patterns that are used for classification [37]. 
SVM has the advantage of being able to identify separated 
hyperplane that maximizes the margin between the two 
different classes [38]. SVM is the best choice to get good 
results, because SVM can efficiently and effectively process 
the collection [36]. According Kai-Zhu Huang et al. in [19] 
With task-oriented, strong, tractable nature of computing, 
SVM has achieved great success and is considered a state of- 
the art classifier today. Support Vector Machine is to detect 
the sentiments of tweets [39]. 

However Support Vector Machine has shortcomings on 
parameter election issues or suitable features [18]. Selection of 
features at once setup parameters in SVM significantly 
influence the results of the classification accuracy [40]. 

 
F. Naïve Bayes Classifier 

This method is often used in text classification because of 
its simplicity and speed. Basically, Naïve Bayes makes the 
assumption that features (words) are generated independently 
of word position [9]. The Naïve Bayes algorithm are the most 
commonly employed classification techniques [30]. The Naive 
Bayes algorithm is very simple and efficient [41]. In addition, 
the Naïve Bayes algorithm is a popular machine learning 
technique for text classification, and performs well on many

domains [20]. However, Naïve Bayes is apparently flawed, 
which is very sensitive in feature selection [41]. The number of 
features that are too much in the classification process not only 
increases the calculation time but also decreases the accuracy 
[42]. 

 
G. Evaluation and Validation Technique 

Validation and Evaluation Technique for classification 
technique of sentiment analysis are as a tool to facilitate 
researcher in measuring result of research. There are many 
methods used to validate a model based on existing data, such 
as the holdout, random sub-sampling, cross-validation, 
stratified sampling, bootstrap and others [19]. Performance 
evaluation is done to test the classification results by 
measuring the truth-value of the system. The parameter used 
to measure truth-value is accuracy. Accuracy is the percentage 
of documents successfully classified by the system. All 
parameters for obtaining accuracy are obtained from 
Confusion Matrix according Christopher D Manning et al. in 
[43] in the following table: 

 
Table 1. Confusion Matrix 

Relevant Non Relevant
Retrivied True Possitive (TP) False Possitive (FP)

Non Retrivied False Negative (FN) True Negative (TN)

 
K-fold cross-validation is a validation technique with 

initial data randomly split into k sections mutually exclusive 
or "fold" [44]. ROC curves will be used to measure the AUC 
(Area Under the Curve). ROC curve divides a positive result 
in the y-axis and a negative result in the x-axis [45]. 
According Vecerlis Carlo in [19] Graph curve ROC (Receiver 
Operating Characteristic) is used to evaluate the accuracy 
classifier and to compare the different classification models. 
So the larger the area under the curve, the better the prediction 
results. 

 
III. RESEARCH METHOD 

 
A. Research Framework 

This study starts from the problem in text classification on 
sentiment analysis using a classifier Support Vector Machine 
(SVM) and Naïve Bayes. From this research want to know 
which of the two algorithms that have the best performance in 
sentiment analysis. The data used in this research is sentiment 
analysis based on public opinion toward Governor candidate 
period 2018-2023 on twitter, data obtained from 
www.twitter.com from each twitter based on twitter  account 
of candidate pair of West Java Governor Period 2018-2023 
consisting of 100 positive and negative opinion. Preprocessing 
is performed with tokenization, Generate N-Gram and 
Stemming. While the classifier used is Support Vector 
Machine (SVM) and Naïve Bayes. 10 Fold Cross Validation 
testing will be done, accuracy algorithm will be measured 
using the Confusion Matrix and the processed data in the form 
of ROC curves. RapidMiner Version 5.3 is used as a tool in
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measuring the accuracy of the experimental data is done in 
research. 

 
B. Research Methodology 

The research method that researchers do is experimental 
research method with the following stages: 
1. Data Collection 

Researchers used data taken from the site  
www.twitter.com based on twitter account of the pair of 
West Java Governor Candidate Period 2018-2023 as 
@ridwankamil and @uuruzhan by keyword or jargon 
#rindu, @tbhasanuddin and @antoncharlian with jargon 
#hasanah, @ mayjensudrajat and @syaikhu_ahmad with 
jargon #asyik, @deddy_mizwar and @dedimulyadi71 with 
jargon #2DM which each consist of 100 positive opinion 
and 100 negative opinion of tweets on each candidate with 
Indonesian text. 

2. Preliminary Data Processing 
This dataset in the preprocessing stage must go through 2 
processes, namely: 
a. Tokenization 

Collecting all the words that appear and remove any 
punctuation or symbols that are not letters. 

b. Generate N-grams 
Combining adjectives that often appear to indicate 
sentiments such as the word "very" and the word 
"good". The word "good" is already showing the 
sentiment of positive opinion. The word "very" does 
not mean it stands alone. But if the two words are 
combined to be "very good", it will greatly reinforce 
the positive opinion. Researchers use a combination of 
three words, called 2-grams (Bigrams). 

3. Method Used 
The method that researchers compare is the Naïve Bayes 
algorithm and Support Vector Machine. Where the two 
methods are already very popular used in research in the 
field of sentiment analysis, text classification, or opinion 
mining. 

4. Experiments and Testing Methods 
For experimental research data, researchers used Rapid 
Miner Version 5.3 to process the data. 

5. Evaluation and Validation of Results 
Validation is done by using 10 fold cross validation. While 
the measurement accuracy is measured by confusion 
matrix and ROC curve to measure the value of AUC. 

 
IV. RESULTS & DICUSSION  

 
A. Results 

The dataset in this study is a separate set of texts in the 
form of documents collected from Twitter with Crawling 
methods from social media of Twitter. The data taken only 
tweet in Indonesian, which is tweet with keywords  RINDU 
for West Java Governor Candidate Period 2018-2023 Ridwan 
Kamil-Uu Ruzhanul Ulum, HASANAH for West Java 
Governor Candidate Period 2018-2023 Tubagus Hasannudin- 

Anton Charliyan Amanah, ASYIK for Candidate of West Java 
Governor Period 2018-2023 Sudajat-Ahmad Syaikhu and 
2DM for West Java Governor Candidate Period 2018-2023 
Deddy Mizwar-Dedi Mulyadi. Data is randomly picked from 
either a regular user or an online medium on Twitter. 

The training data used in this text classification consists of 
200 tweets from each of the four candidates for West Java 
Governor Period 2018-2023 with Indonesian subtitles. Before 
being classified, the data must go through several stages of the 
process in order to be classified in the next process. 

 

Fig. 1. Data Tweet 
 

The above data will go into a classification process that is 
useful for defining a sentence as a member of a positive class 
or negative class based on the probability calculation values of 
the larger Bayes and SVM formulas. If the sentence 
probability result for a positive class is greater than the 
negative class, then the sentence belongs to the positive class. 
If the probability for the positive class is less than the negative 
class, then the sentence belongs to the negative class. 

In this research, model testing is done by using technique 
of 10 cross validation. This process divides the data randomly 
into 10 sections. The testing process begins with the formation 
of models with data in the first section. The model will be 
tested in the remaining 9 sections of data. Then the accuracy 
process is calculated by looking at how much data has been 
correctly classified. Model test results will be discussed 
through Confusion Matrix to show how well the model is 
formed. Here is the Confusion Matrix for every West Java 
Governor Candidate Pair Period 2018-2023 with Support 
Vector Machine and Naïve Bayes algorithm. 

 
Table 2. Model Confusion Matrix RINDU 

For Support Vector Machine Method 
Accuracy: 74.50%, +/- 8.50% (Micro: 74.50%) 

 True 
Positive 

True 
Negative 

Class 
Precission 

Predictions Positive 85 36 70.25%
Predictions Negative 15 64 81.01%

Class Recall 85.00% 64.00% 
Table 3. Model Confusion Matrix RINDU 

For Naïve Bayes Method 
Accuracy: 89.00%, +/- 6.24% (Micro: 89.00%) 

 True 
Positive 

True 
Negative 

Class 
Precission 

Predictions Positive 79 1 98.75%
Predictions Negative 21 99 82.50%

Class Recall 79.00% 99.00% 
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Table 4. Model Confusion Matrix HASANAH 
For Support Vector Machine Method 

Accuracy: 63.50%, +/- 8.38% (Micro: 63.50%) 
 True 

Positive 
True 

Negative 
Class 

Precission 
Predictions Positive 30 3 90.91%
Predictions Negative 70 97 58.08%

Class Recall 30.00% 97.00%  

Table 5. Model Confusion Matrix HASANAH 
For Naïve Bayes Method 

Accuracy: 84.50%, +/- 5.22% (Micro: 84.50%) 
 True 

Positive 
True 

Negative 
Class 

Precission 
Predictions Positive 92 23 80.00%
Predictions Negative 8 77 90.59%

Class Recall 92.00% 77.00%  

Table 6. Model Confusion Matrix ASYIK 
For Support Vector Machine Method 

Accuracy: 72.00%, +/- 7.14% (Micro: 72.00%) 
 True 

Positive 
True 

Negative 
Class 

Precission 
Predictions Positive 96 52 64.86%
Predictions Negative 4 48 92.31%

Class Recall 96.00% 48.00%  

Table 7. Model Confusion Matrix ASYIK 
For Naïve Bayes Method 

Accuracy: 87.00%, +/- 7.48% (Micro: 87.00%) 
 True 

Positive 
True 

Negative 
Class 

Precission 
Predictions Positive 90 16 84.91%
Predictions Negative 10 84 89.36%

Class Recall 90.00% 84.00%  

Table 8. Model Confusion Matrix 2DM 
For Support Vector Machine Method 

 
 

Fig. 2. Comparison of Classification Results West Java Governor Candidate 
 

B. Discussion 
The Naïve Bayes and Support Vector Machine algorithms 

are popular in classifying texts, especially for the field of 
sentimental analysis. Both have good performance and high 
accuracy results. However, each study uses different data, so 
the result of accuracy is vary. In this research Indonesian 
textual opinion data is used where generally the data used in 
English text. This is likely to be one of the causes of the 
accuracy of the Support Vector Machine algorithm is not 
optimal. In addition, the use of 2-grams generates more tested 
data than ever before. It can be seen that the Naïve Bayes 
algorithm excels with the highest accuracy of 94%. While the 
Support Vector Machine algorithm only produces the highest 
accuracy of 75.50%. 

 

 
Table 9. Model Confusion Matrix 2DM 

For Naïve Bayes Method 
Accuracy : 94.00%, +/- 4.90% (Mikro : 94.00%) 

 True 
Positive 

True 
Negative 

Class 
Precission 

Predictions Positive 90 2 97.83%
Predictions Negative 10 98 90.74%

Class Recall 90.00% 98.00%  

 
The researchers illustrate the comparison of classification 

results of the Support Vector Machine (SVM) with Naïve 
Bayes in Table 10 and Figure 2 in the Graph of Classification 
Results Comparison. 

 
Table 10. Comparison of Classification Results 

V. CONCLUSION 
 

From the data processing that has been done, it is proven 
that Naïve Bayes algorithm is superior to the Support Vector 
Machine algorithm in classifying public opinion with 
Indonesian text in twitter to the candidate of Governor of West 
Java Period 2018-2023. The highest accuracy of the Naïve 
Bayes algorithm is 94% for the 2DM pair, while the Support 
Vector Machine algorithm produces only the highest accuracy 
of 75.50% for the 2DM pair as well. The difference in 
accuracy is quite far, at 18.50%. Based on the results of the 
above research, in addition to the superior Naïve Bayes 
algorithm, it can also be predicted to date based on opinion 
from the public on Twitter to the candidate of West Java 
Governor period 2018-2023 which has the most positive 
sentiment with the best accuracy is the couple 2DM Deddy 
Mizwar and Dedi Mulyadi. 
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